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Abstract

Objectives: Confounding factors in unsupervised data can lead to undesirable
clustering results. For example in medical datasets, age is often a confounding
factor in tests designed to judge the severity of a patient’s disease through
measures of mobility, eyesight and hearing. In such cases, removing age from
each instance will not remove its effect from the data as other features will be
correlated with age. Motivated by the need to find homogeneous groups of
multiple sclerosis (MS) patients, we apply our approach to remove physician
subjectivity from patient data.
Methods: We present a method based on constraint-based clustering to re-
move the impact of such confounding factors. Given knowledge about which
feature (or set of features) is a confounding factor, call it F . Our method
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first partitions the data into b bins: if F is categorical, instances from the
same category construct one bin; if F is numeric, then we split bins such that
each bin contains instances of similar F value. Thus each instance is assigned
to a single bin for factor F . We then remove feature F from each instance
for the remaining steps. Next, we cluster the data separately in each bin.
Using these clustering results, we generate pair-wise constraints and then run
a constraint-based clustering algorithm to produce a final grouping.
Results: In a series of experiments with synthetic datasets, we compare our
proposed methods to detrending when one has numeric confounding factors.
We apply our method to the Comprehensive Longitudinal Investigation of
Multiple Sclerosis at Brigham and Womens Hospital dataset, and find a novel
grouping of patients that can help uncover the factors that impact disease
progression in MS.
Conclusions: Our method groups data removing the effect of counfounding
factors without making any assumptions about the form of the influence of
these factors on the other features. We identified clusters of MS patients
that have clinically recognizable differences. Because patients more likely to
progress are found using this approach, our results have the potential to aid
physicians in tailoring treatment decisions for MS patients.

Keywords:
Constraint-based Clustering, Confounding Factor, Mining Medical Data,
Physician Subjectivity, Multiple Sclerosis

1. Introduction

Clustering of unsupervised data can help find homogeneous groups in
the data. In medical domains, clustering methods have been used to both
subtype and identify important features of disease models [1, 2]. For example,
we are interested in identifying groups of patients with multiple sclerosis
(MS) based on clinical data to understand which patients are most likely to
have a more debilitating disease course in order to tailor treatment decisions.
However, clustering clinical data is often not straightforward due to two
reasons. First, if the patient database is compiled from data from multiple
physicians, and some of the features are based on a physician’s interpretation
of symptoms or tests then we must correct for physician subjectivity. Second,
there can be confounding factors in the data that lead to uninformative
clustering results and thus need to be removed. For example, age often has
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an effect on measures used to judge the severity of a patient’s disease (e.g.,
mobility, eyesight, hearing all are impacted by age). In this paper we present
a method for addressing both of these issues via constraint-based clustering.

Clustering algorithms use the feature values of a given data set to identify
major patterns or trends without supervisory information, i.e., labels. The
goal of clustering is to output the partition of the data that best separates
instances according to a similarity metric derived from feature space. For
some domains, we have access to additional information or domain knowl-
edge about the types of clusters that are sought in the data. The field of
constrained clustering [3] developed out of the need to find ways to incorpo-
rate this information when it is available. Indeed, constrained clustering is
particularly useful when domain knowledge suggests that the default sepa-
ration presented in feature space is not the one that is sought. Our research
addresses the situation in which we know that we have a confounding factor
F in our dataset that if left in the data will lead to undesirable clustering
results. F can be a single feature, or a small set of features, but simply
removing F is not sufficient because other features are correlated with F
(linearly or non-linearly). Before describing our approach, we first provide
two grounding domains in which these issues arise.

MS is the most common neurological disease among young adults in the
United States, with an overall prevalence of 400,000 [4]. One of the hallmarks
of MS is the vast heterogeneity of patients, which ranges from patients who
have limited or no disability many years after disease onset (benign MS, [5])
to patients who experience severe disability soon after disease onset (ma-
lignant MS, [6]). Given the heterogeneity in disease course as well as the
number of treatment options, researchers are interested in finding homoge-
neous groups of patients in order to determine what causes some patients
to progress more rapidly than others. As part of the Comprehensive Lon-
gitudinal Investigation of MS at the Brigham and Women’s Hospital and
Partner’s MS Center (CLIMB)[7] we are collecting a longitudinal data set of
close to 2000 patients from 15 different doctors. The dataset contains three
types of features: demographic, measures extracted from MRI scans using
a semi-automated pipeline, and the results from neurological exams. For
the latter, the physician performs a standardized neurological examination
and assigns scores based on a pre-determined disability scale entitled the
Expanded Disability Status Scale (EDSS), which combines eight functional
status sub-scores to provide an overal measure of disability [8]. This score is
given based on the published algorithm, but the provider’s experience and
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clinical judgement can impact scoring. Consequently, all clinical exam rat-
ings have a degree of subjectivity. Thus for this dataset, we must remove
physician subjectivity from these features to accurately cluster the data.

As a second example, consider the domain of chronic obstructive pul-
monary disease (COPD), for which researchers are interested in finding the
(sub)-categories of COPD [1]. COPD is a broad disease category defined as
an irreversible air flow obstruction [9]. In particular, it is not well understood
why two patients of the same age and smoking history differ in their degree of
COPD. Clustering has been applied to this domain with the goal of finding
homogeneous groups in order to then determine if there are differences in
genetic factors among the groups [1, 2]. However, Cho, et al [1] found that
when clustering 308 subjects from the NETT Study [10] that cluster sepa-
ration was weak, and the most distinct cluster had statistically significantly
lower values for “pack years” than the others suggesting that the resulting
clusters were primarily defined by smoking history rather than genetic fac-
tors. Simply removing features such as age and pack years would likely not
significantly impact the results as age and pack years are correlated with
other features. Thus we conjecture that removing these confounding fac-
tors and their correlation from the rest of the features might result in more
informative clusters.

In the remainder of this paper we first review existing approaches to re-
moving confounding factors from unsupervised data. We then present a new
approach based on constraint-based clustering, describing how constraints
are formed that remove the effect of the confounding factor from the final
clustering. Because some datasets require that we remove multiple confound-
ing factors, we describe several proposed extensions to handle multiple sets
of constraints. We present the results of experiments on synthetic data and
on our motivating domain of finding homogeneous subgroups of MS patients.
We discuss the medical significance of our preliminary results and conclude
with future work.

2. Literature survey

Removal of confounding factors has been studied in both machine learning
and statistics. In this section we briefly describe stratification, detrending
using mixed effect models and non-redundant clustering and discuss why
none is the appropriate approach for our task. In addition, in Section 3.1.3
we discuss related work in constraint-based clustering and in Section 4.3, we
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discuss research that addresses physician subjectivity in MS datasets as that
is the confounding factor we wish to eliminate in our motivating MS dataset.

2.1. Stratification

If one knows that a dataset has distinct subpopulations, then stratifica-
tion can be applied to analyze each subpopulation (called strata) separately.
Stratification is appropriate if the either the strata form distinct “domains”
of study or when different models may be suitable for the different strata.
Thus in the case of the MS data, we could stratify by physician and analyze
the results from each separately. However, for the MS data the number of
patients per physician ranges from 74 to 2. For some physicians it is unclear
how meaningful such a clustering would be. In our experiments we include
only physicians with 20 more patients, but even for 20 patients it may be hard
to conclude anything from the clustering results. Thus for our dataset, we
require a method for removing the confounding factor that does not require
examining the subpopulations individually.

2.2. Detrending

We observe that methods from regression for which we can assume a
mixed effect model [11] can be applied to preprocess the data before clustering
to remove the “fixed effect” from the data. In this framework we are assuming
that the value of each feature in the data fi is a linear combination of the part
we are interested in and some function of the confounding factor (which we
call F ).1 This process, also known as detrending, works as follows. Assume
that we have a data set of N instances each described by d features, one of
which is the variable we want to remove: F . We want not only to remove
F before we cluster but also F ’s contribution to each fi. A well-known
approach is to apply regression as follows: for each feature fi we construct a
model mi to predict fi using F : f̂i = aF + b Once we learn the model mi we
subtract f̂i (the estimated effect of F ) from the observed value of fi for each
instance. At this point, we can now cluster the data in the “F -free” feature
space. In essence we are clustering on the residuals. Thus if you know the
form of the relationship (e.g., linear, quadratic, exponential) between F and
each feature (in order to accurately fit mi), and that relationship is the same

1Note that in a linear mixed effect model, the effect is additive but can be a non-linear
function of the confounding factor.

5



across the entire input space, then this method can remove F ’s influence
on the clustering results. We compare this method as a preprocessing step
before clustering to the proposed constraint-based clustering approach. Note
that this method is limited to numeric data.

2.3. Non-redundant clustering

Non-redundant clustering methods [12–14] are designed for domains in
which one knows that a particular clustering is undesirable, but one does
not have explicit knowledge as to the confounding factor(s). Non-redundant
clustering was first proposed by Gondek and Hofmann [12]. Given a dataset
X in which each data point is described by a vector of discrete features and
a corresponding dataset Y of relevance variables, the information bottleneck
method (IB) [15] finds a clustering Z of X while preserving information about
Y by minimizing the objective function L = I(X;Z)− βI(Z;Y ), where β is
a positive parameter. Conditional information bottleneck clustering (CIB) is
an extension of information bottleneck clustering (IB) that allows for negative
relevance information. Specifically, consider a domain with data X, Y and
Z, then the goal of CIB is to find a clustering of X, call this C, that encodes
properties of Y in C that cannot yet be reliably inferred based on Z (the
undesirable clustering). CIB achieves its goal by minimizing the objective
function F = I(X,C) − βI(Y,C|Z). However, this method is restricted to
discrete data only.

Conditional ensemble clustering (CondEns) [14] makes use of cluster en-
semble methods to find a novel, “orthogonal” clustering in the data given an
undesirable clustering C of k clusters. The method operates in three stages.
First it applies clustering to each of the k clusters in C. Next, it extends
each of the these “local” clusterings to the remainder of the data, by assigning
each remaining data point (those not in the particular local clustering) to its
closest sub-cluster. This produces k clusterings which are then used to form
a consensus using a cluster ensemble combination method [16]. The rationale
behind CondEns is that by clustering within each group of the undesireable
clustering, C, one avoids reproducing the same clustering C. CondEns is
similar to our method in that it clusters within partitions of the data. It is
different in that we produce pairwise constraints using the local clusterings
while CondEns produces global clusterings by building an ensemble from the
clusters defined over the dataset by the local clusterings. One disadvantage
of CondEns, particularly for small datasets, is the difficulty in producing

6



high-quality global clusterings by extending the local clusterings defined by
small amounts of the data.

Constrained orthogonal average link algorithm (COALA) [13] utilizes the
undesired clustering C by adding a cannot-link constraint between every pair
of instances that belongs to the same cluster in C. Then COALA effectively
increase the distance between two instances 1/ω times if there is a cannot-
link constraint between them, where ω ≤ 1 is a parameter. It then uses an
agglomerative hierarchical clustering algorithm to produce the final clustering
while preserving the soft cannot-link constraints.

We could apply non-redundant clustering to our problem as follows. We
would leave in our confounding factor, cluster the data, declare that the clus-
tering was undesirable, and then apply non-redundant clustering to find a
new “orthogonal” clustering. However this approach is not optimal because
we are not seeking to find the clustering most different from some “undesir-
able” clustering. Consider the case of physician subjectivity in our MS data
– even if we cluster the original data this is not necessarily a bad clustering
from which we wish to move far away from – aspects of the clustering will be
meaningful. Indeed, we will observe that unconstrained clustering is able to
distinguish the sick from the not-so-sick MS patients, a distinction that we
wish to retain. Finally, it is not clear how to apply non-redundant clustering
for multiple undesirable factors.

3. Methods

In this section we first describe how we can remove the effect of a con-
founding factor using constraint-based clustering. We then extend our method
for situations in which there are a small set of possible confounding factors.

3.1. Removing confounding factors via constraint-based clustering

Before describing the details of our approach we provide a brief overview.
Recall that we are given knowledge about which feature (or set of features)
is a confounding factor, call it F . Our method first partitions the data into b
bins: if F is categorical, instances from the same category construct one bin;
if F is numeric, then we split bins such that each bin contains instances of
similar F value. Thus each instance is assigned to a single bin for factor F .
We then remove feature F from each instance for the remaining steps. Next,
we cluster the data separately in each bin. Using these clustering results, we
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generate pair-wise constraints and then run our constraint-based clustering
algorithm.

3.1.1. Binning

The first step is to partition the data into b bins such that data in a
particular bin has comparable F values. For categorical F we can define one
bin per distinct value of F . For example for the MS data, we have one bin
for each physician in the database (recall that there are multiple patients
per physician). For numeric F , we can split the data into bins using domain
knowledge, or automatically. For example we might split the data into b
equal-sized bins or we can split the data into equal-sized ranges. We could
also use unsupervised methods such as as non-parametric density estimation
[17] or entropy-based discretization [18] to define the bin ranges.

3.1.2. Generating constraints from the bins

After we partition the data into b bins, we next run clustering on each
bin separately. Note that we use all features except for F in the clustering.
In our experiments we choose to run expectation maximization (EM) [19]
over a mixture of Gaussians, but any clustering algorithm could be applied
at this step. EM requires that we specify the number of clusters. We can
use a criterion such as the Bayesian Information Criterion (BIC) [20] or
domain knowledge to choose kb, the number of clusters for each bin b. From
these clustering results we generate the pair-wise “cannot-link” constraints
only for instances that are 1) in the same bin and 2) in separate clusters.
All other pair-wise constraints are set to be 0. Specifically, if instances xi
and xj are in the same bin and are in separate clusters then we assign a
constraint of -1, indicating that we would like to keep them apart in the final
clustering. Note that one could set the constraint between pairs of instances
within the same bin and cluster to be 1, indicating that they should be
placed in the same cluster. But this is equivalent to requiring that patients
from the same physician who end up in the same cluster in a bin must remain
together in the final clustering. We prefer to let feature space similarity define
which instances should be placed together in the final clustering rather than
enforcing the (perhaps erroneous) contraints that similar patients of the same
physician be put together in the final clustering.

Our method is based on the intuition that because the instances in a
particular bin have comparable F values, the clustering in each bin is inde-
pendent of F . Consequently, we can then use these constraints to enforce
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this structure in the final clustering of the whole data set. The net result is
that we remove the effect of F without making any assumptions about the
form of the influence of F on the other features.

3.1.3. Constraint-based clustering via CPPC

At this point we run constraint-based clustering on the data with the
generated constraints. We choose to use Class-Level Penalized Probabilistic
Clustering (CPPC) [21] algorithm. Before describing why this is an ap-
propriate choice for this task, we first review constraint-based clustering and
Penalized Probabilistic Clustering (PPC) [22], the algorithm on which CPPC
is based.

Constraint-based clustering was originally introduced by Wagstaff, et al
[23] as a modification to the k-means clustering algorithm. The constraints
were specified as pair-wise must-link and cannot-link constraints to incorpo-
rate knowledge as to which instance pairs should or should not be clustered
together. These “hard” constraints are strictly enforced, requiring any clus-
tering of the data to satisfy all of the pair-wise constraints. Hard constraints
may not always be available or even desirable (they can be impossible to
satisfy), and thus several algorithms were developed to incorporate proba-
bilistic constraints [22, 24]. In addition, researchers explored how to add
constraints to other clustering algorithms such as EM [25–28], hierarchical
clustering [29] and spectral clustering [30–34]. In particular, Penalized Prob-
abilistic Clustering (PPC) [22] alters the Gaussian Mixture Model (GMM)
to accommodate soft pair-wise constraints by embedding them into the prior
over the assignment of instances to clusters. Because inference in this model
is intractable, Lu and Leen [22] developed approximations using variational
inference as well as Gibbs sampling. CPPC [21] extended PPC to incorporate
domain knowledge in the form of group level constraints.

The input for PPC includesX = {x1, x2, ..., xN}, a dataset ofN instances,
a set of pair-wise constraints, and the number of clusters k. The constraint
between instance xi and xj is noted as ωij. A positive-valued constraint
emphasizes the similarity between xi and xj, and a negative-valued constraint
emphasizes separation. In the E-step, PPC calculates posterior probabilities,
qik, the probability that instance xi was generated by the kth component given
the constraints (ωij) and the current parameters of the GMM (Θ). In the
M-step, PPC uses these probabilities to update Θ. Thus qik is computed as
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follows for PPC:

qik ∼ Pr(Zi = k|X,Θ) exp

(∑
j 6=i

λωijqjk

)
(1)

where λ ≥ 0 indicates how much to focus on the constraints versus the feature
space. If λ = 0, PPC is equivalent to EM; if λ = 1, PPC puts equal weight on
the constraints and the feature space. Thus to apply PPC one must specify
λ. The time complexity of PPC is O(kN2).

We choose to use a new variant of PPC called Class-level Penalized Prob-
abilistic Clustering (CPPC) [21] in order to gain a significant speedup over
PPC. We are able to use CPPC because of the following observation about
our task: if two instances xi and xj are in the same bin and the same cluster,
the following rule applies:

ωil = ωjl ∀l ∈ {1, ..., N}, l 6= i, l 6= j (2)

This means that whatever constraint xi has with any other instance, xj has
the same constraint. Thus we can define xi and xj to be in the same group.
Because we can define a group for each cluster within a bin, the pair-wise
constraints between instance pairs become group constraints. This allows
us to use CPPC for our constraint-based clustering algorithm, resulting in a
significant speedup over PPC [21], which we review here in preparation for
our proposed extension of PPC and CPPC to multiple sets of constraints.

In CPPC, the constraint between two instances is a function of their group
indicies. More specifically, instead of directly taking a set of constraints, the
input for CPPC is a label from one of the L groups for each instance xi;
we denote the group label for xi as li. In addition to a group label, CPPC
requires an L × L matrix C, in which each element C(la, lb) is the value of
the probabilistic constraint between group la and lb. CPPC extends PPC to
make use of the C matrix by noting that the constraint between a pair of
instances xi and xj is the corresponding group-wise constraint value C(li, lj).
In our application, we set the “label” of an instance to be its cluster and bin,
thus we have

∑b
i=1 kbi groups, where kbi is the number of clusters for bin bi.

Recall that in Section 3.1.2, C(li, lj) = −1 if li and lj are from the same bin
and separate clusters within that bin. In all other cases, C(li, lj) = 0.

The time savings of CPPC over PPC comes from the observation that in
Equation 1 the summations over all instances for all qik have many repeated
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values because the label of the current instance li remains constant, and only
changes for the L possible labels of the other instance. Thus we can perform
a preprocessing step that requires only O(kNL) time steps while the time
complexity for the E-step in EM algorithm is O(kN), and for PPC it is
O(kN2).

S(l, k) =
N∑
i=1

λC(l, li)qik (3)

which we compute for each distinct group l and cluster k. We can thus
rewrite Equation 1 to be:

qik ∼ Pr(Zi = k|X,Θ)

× exp (2 (S(li, k)− λC(li, li)qik)) (4)

which is calculated in a single step over N × k possible values. This modifi-
cation allows each step of the qik calculation to take constant time, resulting
in a time complexity of O(kNL) for CPPC.

3.1.4. On choosing the weight of the constraints

Our method requires that the user specify the value of λ, the parameter
that indicates how much to focus on the constraints versus the feature space.
Recall that if λ = 0, PPC is equivalent to EM; if λ = 1, PPC puts equal
weight on the constraints and the feature space. The question then arises of
how to set λ for a given dataset. To answer this question we must consider
the purpose of clustering.

Clustering is an inherently exploratory process in which a user is inter-
ested in determining how instances group together in order to learn some-
thing about their data. Indeed, the evaluation of clustering is ultimately
subjective as it is up to the domain specialist to determine if a clustering is
of interest.2 Thus we view λ as a “knob” that the user can turn to examine
the impact that paying increasing/decreasing attention to the removal of the
confounding factor has on the clustering result.

2Papers in KDD, ICML and ICDM compare clustering algorithms using measures such
as normalized mutual information [35] with the class labels, but in real clustering domains
we do not have class labels – for if we did then we would not need to cluster!
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3.2. Dealing with multiple confounding factors

Some datasets require that we remove multiple confounding factors. For
example, when searching for genetic associations of distinct COPD progres-
sion, both age and smoking history are confounding factors because they both
are known to influence progression of COPD. In this section we present three
ways to extend our method to accommodate small sets of multiple factors.

Our first approach just expands the binning process to create a bin for
each unique combination of factors. Without loss of generality consider the
case of two confounding factors: we now need a 2-D grid of bins. We can then
assign instances to their respective bins, cluster within each bin separately
and then use the method described in Section 3.1.3 directly. For example,
for the MS data, we could first separate patients by physician and then
further separate patients by age – the result would be that each bin contains
patients from a single physician and a single age range.3 With sufficient data
and only two confounding factors, multidimensional binning merely requires
that one can define meaningful bins (note that for larger sets of confounding
factors this is highly unlikely). The issue is that for many datasets we will
not have sufficient data and indeed, for the MS domain, some physicians see
more older/younger patients which would result in insufficient data per bin
in these cases.

Our second and third methods are designed to work even with small
datasets and multiple confounding factors. To this end, for both we first
bin each of the d factors separately to generate d sets of group constraints
(note that all d factors are then removed from the data – they are used only
to define the bins). The two methods differ in how they use the d sets of
group constraints. The first takes the union of the constraints; we define a
constraint for a pair of instances, xi, xj if any of the group constraints defines
a constraint for xi, xj. We then apply CPPC. The other method keeps the
constraints separate and applies CPPC to cluster the whole dataset with
multiple group constraints. In the remainder of this section, we first present
our modifications to PPC and CPPC to handle multiple group constraints.
We then provide an explanation for the rationale behind the approach by
examining the impact of multiple factors when they contradict one another
for a distinct pair of instances (i.e., removing one factor results in a must-

3Note that currently we do not have sufficient data to explore binning by both age and
physician.
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not-link constraint between the pair of instances and removing the second
factor does not).

3.2.1. Modifying PPC and CPPC for multiple sets of constraints

To apply the constraint-based approach for removing multiple confound-
ing factors, we extend both PPC and CPPC for multiple sets of constraints.
To extend PPC for multiple sets of constraints, we need only change the
update function for qik in the E-step:

qik ∼ Pr(Zi = k|X,Θ)

× exp

(∑
j 6=i

(
D∑

d=1

λdωijd)

)
qjk

)
(5)

where D is the number of constraint sets, ωijd is the constraint between in-
stances xi and xj for constraint set d, and λd specifies the relative importance
of each constraint set d. Similarly for CPPC, we need only change the update
function for qik

qik ∼ Pr(Zi = k|X,Θ) (6)

× exp

(
2

(
D∑

d=1

(Sd(ldi, k)− λdCd(ldi, ldi)) qik

))

where ldi denotes the group label of instance xi in the group constraint from
constraint set d. To apply this formulation in our setting of D confounding
factors {F1, F2, ..., FD}, we first bin on each factor Fd and cluster within those
bins to generate D sets of group constraints. Each set of constraints has its
corresponding constraint matrix Cd for Fd.

3.2.2. Rationale for multi-constraint clustering

Without loss of generality we will examine what it means to have two
confounding factors, F1 and F2 with respect to the generated constraints. In
particular, we explain why combining the constraints from multiple factors
makes sense even “when they indicate different things.” The insight comes
from that we only generate “must-not-link” constraints. Given a pair of
instances, xi and xj there are three cases:
Case a: For both factors, xi and xj are placed in separate bins. In this case
no constraints are generated between xi and xj.
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Case b: xi and xj are placed together in a single bin for F1, but are placed
in different bins for F2. Thus no constraint will be generated for factor F2. In
this case, it is as if we only have one confounding factor, F1; whether or not
a must-not link constraint is generated for xi, xj depends on whether they
are clustered together in their F1 bin.
Case c: This case concerns when xi and xj end up in the same bin for factor
F1 and are also put together in a single bin for factor F2. We consider three
subcases:

c-1 If xi and xj are clustered together for both factors, then no constraint is
generated (indeed in this case, they are close to one another in feature
space and likely will end up in the same cluster when all of the data is
clustered after defining all of the constraints from F1 and F2).

c-2 If xi and xj end up in separate clusters for both factors, then for each
factor we generate a must-not-link constraint. Thus we want to keep
them far apart in the final constrained clustering.

c-3 If xi and xj are clustered together in the bin for F1 but are in different
clusters in the bin for F2, then one must-not-link constraint will be
generated for F2. Thus some evidence exists that they should be kept
separated but its influence will depend on λ2.

Thus there are only two situations in which only one of the factors Fd

generates a “must-not-link” constraint (cases b and c-3) for a given pair of
instances xi, xj. In both cases, partial evidence exists that suggests that
they should not be placed in the same final cluster. How much attention
this is given depends on the weight given (λd) for factor Fd. Note that the
combination of multiple factors works because our method generates only
“must-not-link” constraints. Consider an approach that did generate “must-
link” constraints for each pair of instances that are found in the same cluster
in the same bin. Then we could have a situation in which a pair of instances
might have both a “must-link” and a “must-not-link” constraint. Thus they
would cancel out and neither factor would be removed. But as described
in Section 3.1.2, “must-link” constraints are unnecessary and thus we never
have the case of conflicting constraints for a pair of instances.

4. Results

In this section we present three sets of experiments. The first uses syn-
thetic data to compare our proposed method to detrending using regression
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when one has numeric confounding factors. The second compares several
methods for removing multiple confounding factors. Finally the third ex-
periment is based on our motivating domain of MS, in which we apply our
proposed method to remove physician subjectivity from MS data.4

4.1. Experiments on synthetic data

We present experimental results on three synthetic datasets. Each is gen-
erated by adding a confounding factor to the image segmentation dataset
from the UCI Machine Learning Repository [36] which has N = 2310 in-
stances, each described by m = 19 features. Note that this data is super-
vised but we ignore the label during clustering. We denote the features
as {f1, ..., fm}. We create three datasets, each with a single confounding
factor, by first generating a number Fi between 0 and 1 for each instance
i ∈ {1, ..., N} using a uniform distribution. F is our confounding factor,
which we use to generate the synthetic datasets as follows:
Linear: F affects all features linearly. The jth feature of the ith instance
is generated by: f ′

i,j = fi,j + cjFi, where cj is a feature-specific positive
constant. For our experiments cj = j; having a different constant for each
feature means that F affects each feature by a different magnitude.
Quadratic: F has quadratic effect on features. The jth feature of the ith

instance is generated by: f ′
i,j = fi,j + cjF

2
i , where cj = j.

Logarithmic: F has logarithmic effect on the features. The jth feature of
the ith instance is generated by: f ′

i,j = fi,j + cj logFi, where cj = j.
In our experiments, for each method compared, we run the clustering

for ten different randomly chosen starting cluster centers. In all cases we
set the number of clusters k to be seven, which is the number of classes in
the supervised version of the segmentation dataset. In each case we present
the result that maximizes the likelihood over the ten runs (note that for
CPPC this is the pseudo-likelihood function). We report performance of
each method based on their normalized mutual information (NMI) [35] with
the original class labels. Thus we wish to maximize NMI.

To implement the proposed method, we must choose the number of bins
and the method of binning. For this experiment we arbitrarily chose three
bins. Because we have domain knowledge that F was generated by a uniform

4In all our experiments, the CPPC algorithm is implemented in C++ and source code
is available upon request.
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distribution over [0, 1], we split F to equal sized intervals. To generate the
constraints, we chose to also set kb the number of clusters for each bin b
to be seven.5 CPPC requires that we specify the value of λ, the parameter
that indicates how much weight to put on the constraints in Equation 2.
For our experiments we chose a value of 1.0 indicating that we consider the
constraints equally important to the feature values. As discussed in Section
3.1.4, λ is best set by the domain expert – clustering is an exploratory data
analysis technique and the expert may wish to examine the results for several
different values of λ to determine which clustering result is of most interest.

We compare our results to EM, and EM after pre-processing the data
by detrending using regression (described in Section 2) and to a piecewise
regression method that we describe next. Recall that detrending works well
if we know the underlying model of how our factor impacts our features and
is the same for all parts of the feature space. For tasks for which either or
both of these assumptions is not met, we can compute a piece-wise linear ap-
proximation. In this case we can bin the data similar to our constraint-based
approach and then apply detrending separately to each bin. Thus in the
following experiments we compare this method to the proposed constraint-
based method using the exact same bins.

In Figure 1 we show the results for the three synthetic datasets. For each
dataset, we compare the results for EM, our proposed constraint-based ap-
proach and detrending using regression. In addition, we show as a baseline,
the NMI of EM applied to original segmentation dataset; i.e., the dataset
without any confounding factors. We show three variants of detrending that
differ in the underlying model: a linear model, the optimal model for the
dataset and a piece-wise linear model. Note that the “optimal” models for
the quadratic and logarithmic datasets are a quadratic and a logarithmic
model respectively. The y-axis shows the NMI with the original supervised
labels in the dataset. All methods perform significantly better than just
applying EM. In all cases, the constraint-based approach obtains the best
performance with regression using the optimal model coming in second. Re-
gression performs slightly worse because it removes all variance along the
direction of the confounding factor F , which may include meaningful vari-
ance from the original features.

5We experimented with other values of kb and found that the results were the same for
values of kb = 5, 6, 7, 8, 9.
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Figure 1: Comparison of EM, detrending with regression and the constraint-based method.

4.2. Multiple confounding factors

To examine how well our method handles multiple confounding factors,
we created a fourth synthetic dataset which has two confounding factors. To
this end, we first generate two numbers F1i and F2i between 0 and 1 for each
instance i using a uniform distribution. The 2-Factor dataset is created such
that the jth feature of the ith instance is generated by: f ′

i,j = fi,j +F1i +F2i.
In our experiments we compare the three proposed methods (presented in
Section 3.2) of dealing with multiple confounding factors to both EM on the
original unmodified data (our gold standard) and on the data after it has been
modified for the two confounding factors. In addition we also present results
of applying multivariate regression [37] to estimate a single linear model for
both F1 and F2. For the multiple constraint approach we used three bins for
each of F1 and F2. Thus to ensure an apples to apples comparison, we used
nine uniform bins to form the three by three grid using the same ranges as
the bins for the union and multiple constraint approaches. For all methods,
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we chose seven clusters for each bin. For multidimensional binning and the
union-constraint methods we set λ = 1.0; for the multiple constraints method
we set λ1 = 0.5 and λ2 = 0.5, putting equal weight on both factors. The
results are shown in Figure 2.

We see that EM on the original data performs best (rightmost bar). Both
linear regression and piece-wise linear regression perform poorly. Indeed even
more poorly than EM on the modified dataset. This is because there are two
confounding factors present, and linear regression cannot distinguish multiple
factors. Multi-dimensional binning (fourth bar from left) performs slightly
better than the multiple constraint method (fifth bar from left), which is to
be expected since multi-dimensional binning considers both factors together.
However, to apply multi-dimensional binning in practice requires that we
have sufficient data per bin, which may not always be possible, particularly
for larger sets of confounding factors. In such cases, the multiple constraint
method can provide a close approximation. The union-based approach per-
formed slightly worse than the multiple constraint approach because it does
not distinguish between pairs of instances for which there is some evidence
to keep them apart (a constraint generated by one of the two factors) from
those where there is stronger evidence (i.e., constraints from both factors).

4.3. Removing physician subjectivity from multiple sclerosis data

As briefly described above, the CLIMB Study is a longitudinal study of
MS patients. At entry to the study, patients have a detailed MS history
taken. Patients have a complete neurological exam every six months, and a
brain MRI every year, which is segmented to measure the brain parenchymal
fraction (BPF) and lesion volume. In addition to this information, any clin-
ical relapses or treatment changes that occur during follow-up are recorded
by the physician.

One difficulty in MS clinical research is the physician’s subjectivity of rat-
ing patients in terms of disease severity. The intra/inter-rater variability in
the EDSS has received the most attention in the literature [38, 39]. However
despite this it continues to be well-accepted by regulatory agencies as the
primary or secondary outcome measure in MS. This variability confronts all
of the clinical exam measurements. Because MS is a heterogeneous disease,
the variability in measuring disease severity added by physician subjectivity
is potentially obscuring the impact of treatments or other factors on disease
course. Given this issue, many clinical trials require the same physician to
examine each patient for the duration of the trial to eliminate the chance of
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Figure 2: Comparison of EM, detrending with regression and the two methods of dealing
with multiple confounding factors.

a false positive result on the intervention. However, use of a single physi-
cian is often not possible in longitudinal natural history studies which last
more than 12-24 months. Longitudinal studies are necessary to provide new
insights into the progressive phases of MS for which there are currently no
treatments. A new scoring algorithm for the clinical exam (NeruoStatus,
http://www.neurostatus.net) has been developed to potentially remove sub-
jectivity and is in use at the Partners MS Center, but this too is subject to
physician variability [40]. Therefore, removing variability caused by physi-
cian subjectivity could potentially improve clustering and other aspects of
clinical research.

We compare the proposed constraint-based method to doing nothing
(EM) and to an approach that first preprocesses the data to attempt to
remove physician subjectivity through z-score normalization. To this end,
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we split the data into p separate datasets, one for each of our p physicians,
and normalize within each physician dataset. We then run EM on the en-
tire set of (now normalized) data. Because there are 95 distinct features
and only 266 patients clustering in the original space does not lead to mean-
ingful clustering results; clustering with original features suffers from the
curse of dimensionality : with fixed number of data points, as the number
of dimensions in a dataset increases, distance measure becomes meaningless.
Techniques for clustering high dimensional data have included both feature
transformation and feature selection techniques [41]. In this work, we choose
the former method. For all three approaches we perform a principle com-
ponent analysis (PCA) and retain the first 26 principal components, which
explain 90% of the variance in the data. Note that for the normalized data,
we perform PCA after normalization. For all three methods, we set the
number of clusters k to be four based on our physicians’ intuition about how
many distinct groups of MS patients there are.

Recall that MS researchers are interested in what are the distinguish-
ing features of groups of MS patients that have different disease course or
different response to therapy. This information would aid in choosing opti-
mal treatment strategies and in providing accurate prognosis for individual
patients. Thus we want to analyze the clusters from each method to see dif-
ferences in the distribution of key features of interest. Our study currently
contains 530 patients for whom we have three years of data. We omitted
those patients whose MS symptoms improved in the three year period as for
this project we are interested in those whose disease progresses. In particu-
lar we wished to distinguish between patients who progress at slower/faster
rates no matter what medication they are given. In addition, we removed
patients from doctors with fewer than 20 patients (we conjectured that fewer
than 20 patients in a bin does not allow us to cluster the data in that bin in
a meaningful way). Thus we are left with 266 patients from seven physicians
to cluster. Note that we cluster on only the data at time period 0 when the
patient entered the study as we are primarily interested in understanding the
reasons for differences in disease progression.

There are too many features to show complete results. Instead we high-
light several points of interest that lead our MS physician team members to
prefer the constraint-based clustering over the EM or z-score normalization
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(a) EDSS month 0 (b) EDSS month 36

(c) Smoking ever (d) Family history of MS

Figure 3: Multiple Sclerosis results

clusterings.6 In Figures 3(a) and 3(b) we show the distribution of the EDSS
values for time period 0 (when the patient entered the CLIMB study) and
time period 36 (three years into the study). Note that neither feature was
used to cluster the data. The center position of black ball marks the feature
mean value for the cluster, and the size of black ball is proportional to the
size of cluster (see Table 1 for the size of each cluster for each of the three
methods). In each figure, the clusters are always in the same order within a

6Team members were shown the historgrams of of each feature for each cluster to make
this analysis. In future workwe will address what is a good interface for showing experts
such clustering results.
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Method 1 2 3 4

Expectation Maximization 51 93 60 62

Z-Score Normalization per Provider 96 64 58 38

Binned Constraint-Based Clustering 99 57 76 34

Table 1: The size of each cluster for each of the three cluster approaches – shown in the
same order as in Figure 3.

clustering method and our initial sorting was based on the cluster mean value
of EDSS at time 0. Recall that EDSS is an overall measure of MS patient
health. In Figures 3(c) and 3(d), we show the distribution of patients in each
cluster that have a history of smoking and family history of MS. Note that
both features are included in the 95 features used to compute the principal
component representation of the data.

5. Discussion

The results for the synthetic data show a clear win for the proposed
constraint-based clustering approach. To understand why it performs better
than either EM or EM applied to z-score normalized data on the MS data
requires a deeper analysis.

Examining the figures for EDDS 0 and EDDS 36, we see two important
results. First, both the new approach and zscore-normalization are much
more effective than the EM approach at identifying patients who are the
most severe at baseline (cluster 4). For both results, cluster 4 is characterized
by having the highest EDSS values, and these patients would be important
to investigate more carefully to assess if they have a phenotype similar to
malignant patients previously identified by our group. [42].

Second, both the new approach and zscore-normalization were able to
identify a subset of patients with mild disease at baseline who were more
likely to progress over the three years of follow-up (cluster 3 for both the
zscore and the constraint-based approaches).7 These groups of patients are
particularly interesting because they would be candidates for more aggressive

7A significant number of patients moved from having an EDSS score below 2 in time
period 0 to above 2 in time period 36. An EDSS of 2 is a significant disability threshold
in MS.
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therapy even though their initial disease course is not dissimilar from the
other two mild-disease clusters (clusters 1 and 2).

Why the physicians on our team prefer the new approach over z-score
normalization can partially be seen by examining Figures 3(c) and 3(d),
which show the distribution of patients in each cluster that have a history
of smoking and family history of MS respectively. Note that both features
are included in the 95 features used to compute the principal component
representation of the data. The new approach provides more separation in
these features among the clusters than z-score normalization. These are par-
ticularly interesting results for two reasons. First, given the relationship
between disease course and smoking [6], these results may point to charac-
teristics of these groups that would not have been identified using traditional
approaches. The difference between clusters 1 and 2 for the constraint-based
approach is that patients in cluster 2 smoke and thus we conjecture that they
progress slightly more at the end of the three year period due to smoking.
Second, the difference between clusters based on family history may point to
a genetic effect on disease progression which may be independent of smoking
history. Although no consistent genetic marker for disease severity in MS
has been found, our results demonstrate that patients with a family history
are overrepresented in cluster 3 (for the constraint-based approach), which
might indicate an underlying genetic trait that is associated with disease pro-
gression. This is particularly interesting because it was previously thought
[43–46] that a family history of MS had little effect on the disease course
of MS. In our results we see that for the constraint-based method, cluster 3
progresses more than cluster 2 (the mean EDSS at time point 36 for cluster
3 has moved above 2.0) and that all of the patients in cluster 3 have a family
history of MS whereas all of the patients in cluster 2 do not. What is addi-
tionally interesting about this result is that other measures that are thought
to have a large impact on progression, such as age of disease onset (i.e., when
the patient first showed symptoms of MS), are pretty much indistinguishable
between clusters 2 and 3. This separation in a family history of MS is not
found by clustering after z-score normalization.

We conjecture that z-score normalization doesn’t perform as well as the
constraint-based approach because doctors do not see a normal distribution
of patients let alone the same distribution. Indeed, older patients tend to see
older doctors and some doctors see patients with more/less disease progres-
sion. Additionally, physician subjectivity is not necessarily linear, in that
they may be less/more subjective for some measures and the direction of
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their subjectivity can differ.
Based on these results the next steps are to further evaluate the effect

of family history of MS on the disease course. Specifically, we will evaluate
the effect of first versus secondary degree relatives, as well as known MS-risk
alleles which may modify the disease course. This work may aid in identifying
groups of patients at higher risk for disability accrual.

6. Conclusions

In this article we have presented a novel approach to removing confound-
ing factors when clustering data. Our approach first bins the data using the
confounding factor F , and then clusters the data within each bin in order
to generate constraints that are subsequently used to constrain clustering of
the entire dataset. Because instances in a particular bin have comparable F
values, the clustering in each bin is independent of F . Consequently, we can
then use these constraints to enforce this structure in the final clustering of
the whole data set. The net result is that we remove the effect of F without
making any assumptions about the form of the influence of F on the other
features. In addition to a new approach to removing confounding factors
from data, we extended the PPC and CPPC algorithms to handle multi-
ple sets of constraints and we applied our proposed approach to MS data
to identify clusters of patients that have clinically recognizable differences.
Because patients more likely to progress are found using this approach, our
results could aid physicians in tailoring treatment decisions for MS patients.
Indeed, the next step is to investigate the genetic and immunological char-
acteristics of these patients to determine the reason behind the difference
between clusters in order to understand patient heterogeneity in MS.
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